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1 Background and scope 

In July 2020, the New Zealand government released the Algorithm Charter for Aotearoa New Zealand (the 
Charter). It positions New Zealand as a world leader in setting standards to guide the use of algorithms by 
public agencies. The Charter sets out several commitments for algorithm development and use in: 

▪ Transparency 

▪ Partnership 

▪ People 

▪ Data 

▪ Privacy, ethics and human rights 

▪ Human oversight. 

The Charter also requires signatories to place their algorithms in a risk matrix. The matrix dimensions 
consider impact on the wellbeing of people and the likelihood of many people suffering an unintended 
adverse impact1. The Charter must be applied to high-risk algorithms and is recommended to be used for 
those of moderate risk.  

New Zealand Police is a signatory to the Charter. You have asked us (Taylor Fry) for advice and support on 
matters relating to the safe and ethical use of algorithms that inform operational decision-making. The 
scope of this job is to: 

▪ Perform a stocktake of algorithms that have a direct or indirect link to NZ Police operations and 
identify high-risk algorithms 

▪ Discuss fairness measures that should be considered for existing moderate to high-risk algorithms 

▪ Provide guidelines for developing or on-boarding new algorithms that conform with the Charter 
requirements. 

In the context of the stocktake, we have: 

▪ Worked with NZ Police representatives to identify a range of algorithms that directly and indirectly 
inform your operations 

▪ Performed high-level reviews of the algorithms and how they are used to inform judgments about 
potential risks 

▪ Considered what actions could be taken to mitigate risk, where risks have been identified. 

While allocating algorithms into high, moderate and low-risk categories is somewhat arbitrary and 
subjective, we have done so for the purposes of this exercise. However, we have rated some algorithms 
higher than the Charter matrix implies because of the importance of public trust in police operations. 
Algorithmic failings could be very damaging for NZ Police, even if the number of people adversely 
impacted is low. 

1.1 What is an algorithm? 

The concept of an algorithm means different things to different people. For the purposes of this report, we 
define an algorithm as an objective system in which data is taken in, converted into a different form 
and returned as a set of outputs, a score or a suggested decision. Figure 1.1 represents this 
diagrammatically.  

 

1 https://data.govt.nz/assets/data-ethics/algorithm/Algorithm-Charter-2020_Final-English-1.pdf 
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▪ When designing your algorithm, have you considered privacy, sources of bias, transparency and 
accountability?  

▪ Who owns and is responsible for the algorithm? What governance is in place? 

▪ What monitoring is in place and when will you review and revise the algorithm? 

▪ Have you consulted with stakeholders, both in the organisation and within the population to which the 
algorithm will apply? 

The Charter is one framework that organises many of these ideas. Another potential tool, of which you 
may already be aware, is the Algorithms in Policing – Take Algo-CareTM framework2, which was developed 
specifically for the deployment of algorithmic assessment tools in the policing context. It covers many of 
the same points as the Charter but is written with policing applications in mind. A brief summary of some 
of the main points of this is presented below. Refer to the paper for more complete details, containing a 
range of questions to consider for each section and additional explanatory material. 

Algo-CareTM is a mnemonic consisting of several points to consider, which are listed below. We have 
indicated a mapping to the Charter framework in parentheses after each point.  

▪ Advisory – Does a human officer retain decision-making discretion? (Transparency; Human oversight) 

▪ Lawful – Is all data acquired lawfully and is its use and benefits proportionate to its possible harms? 
(Data; Privacy, Ethics and Human Rights) 

▪ Granularity – Does the algorithm make suggestions at a sufficient level of detail (granularity) for 
different groups? (Data) 

▪ Ownership – Who owns the algorithm and the data it relies on? (People; Human Oversight) 

▪ Challengeable – Are results checked for bias? Can those impacted by decisions challenge them? 
(Transparency; Partnership; People; Data; Privacy, Ethics and Human Rights) 

▪ Accuracy – Does the algorithm perform sufficiently well to justify its use? (Partnership; People; Data; 
Privacy, Ethics and Human Rights) 

▪ Responsible – Is the algorithm fair and used in an ethical manner for the public interest? (Partnership; 
People; Privacy, Ethics and Human Rights) 

▪ Explainable – Can the developer explain why the algorithm generates certain decisions? 
(Transparency; Human Oversight) 

Marion Oswald, one of the designers of the Algorithms in Policing – Take Algo-CareTM framework, also 
proposes the use of a three-pillar approach to achieving trustworthy use of AI and emerging technology3 

The three-pillar approach, as summarised in Figure 1.2, is designed to interlink the technical, statistical, 
legal, contextual, operational and ethical aspects of algorithm-informed policing. Underpinning the three 
pillars is independent oversight and advice. It reflects the approach taken by the data ethics committee 
established by the West Midlands (UK) Police and Crime Commissioner (PCC) and West Midlands Police 
(WMP) over the last two years. 

 

 
2 Marion Oswald, Jamie Grace, Sheena Urwin & Geoffrey C. Barnes (2018) Algorithmic risk assessment 
policing models: lessons from the Durham HART model and ‘Experimental’ proportionality, Information 
& Communications Technology Law, 27:2, 223-250, DOI: 10.1080/13600834.2018.1458455 ; see Figure 1, 
P245 and the explanatory notes and additional considerations in Figure 2, P247 

3 Marion Oswald (2021) A three-pillar approach to achieving trustworthy use of AI and emerging 
technology in policing in England and Wales – Lessons from the West Midlands model 
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2 Stocktake of existing algorithms 

We discussed several algorithms with their owners and developers. It was clear from discussions that 
algorithms in use have been designed to: 

▪ Limit the harm from crime – This is either because they enable efficiency gains and/or they result in 
more informed decision-making by humans. 

▪ Support rather than replace decision-making – None of the algorithms we considered result in 
automated operational decision-making. That is not to say algorithms resulting in automated 
operational decision-making cannot be safe and ethical. 

When considering the role an algorithm plays in supporting NZ Police’s operations, it is important to think 
about what happens in the absence of that algorithm – usually a purely human decision-making process. 
Algorithms are designed to improve the decision-making process.  

For example, we know purely human decision-making processes can be biased. Ideally, for an algorithm to 
achieve its goal of improving decision-making, the presence of bias in that algorithm will not rule its use.  
As a result, the decisions it supports will be less biased than those stemming from a purely human process. 
It follows then to take steps in minimising algorithm bias as far as reasonably possible.  

We first present some general findings from the stocktake, before discussing individual algorithms and 
their risks in more detail. 

2.1 General findings from the stocktake 

In addition to the specific findings for high and moderate-risk algorithms discussed in Section 2.2, we note 
several general observations from the stocktake below. These include observations about existing controls 
employed to mitigate risk associated with algorithms e.g. application of human oversight. All algorithms 
we considered had some controls in place. The suggestions we make in Section 2.2 reflect opportunities to 
further tighten the control environment. 

▪ Algorithms as assistive tools not decision makers – In our discussions, we noted an emphasis on 
algorithms as tools to assist police officers in their day-to-day work, rather than as ultimate 
arbitrators of decisions. Algorithm owners understood that ‘the model says so’ is not an adequate 
explanation for a decision. Training of users also reiterated that delegation of responsibility to the 
algorithm was not appropriate. In all the algorithms we discussed, final decisions on actions were 
made by a police officer or other responsible individual and not by the algorithm. 

▪ Human oversight – Algorithm owners were aware of the need to ensure all tools were subject to 
human oversight. This occurred in several different ways. For instance, many tools are based on 
human insights and expertise (e.g. Top 5, Initial File Assessment). Another example is that most tools 
that apply risk scores to individuals are transparent (though not necessarily at the scene of an 
incident) – the weighting applied to different factors is accessible to users.  

▪ Focus on privacy – In general, we observed a strong awareness of privacy requirements. Algorithm 
owners generally appeared to understand the need to abide by privacy standards and to discuss 
proposed use of data with stakeholders. With the Clearview AI example in mind, we assume 
appropriate processes are in place to ensure stakeholders are consulted and privacy aspects are 
appropriately considered when new tools are trialled or implemented.  

▪ Proportionality – This idea is very important in policing work, since policing involves balancing 
individual rights against public safety and security. Consequently, any policing tools, including 
algorithms, need to satisfy proportionality in their use, i.e. their benefits justify any harms associated 
with them. We found good awareness and acceptance of this concept in our discussions. 

▪ Governance – While algorithm owners generally understood sound model development principles, we 
did not observe a formal model governance structure. There was often a requirement to obtain 
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3 General advice for existing algorithms 

Suggestions for mitigating specific risks for high and moderate-risk algorithms have been given in Section 
2.2. Here, we make some general recommendations to consider for algorithms currently in use or 
development. We also give an overview on ways to measure fairness in an algorithm.  

In the separate guidelines document, we provide advice for the fair and ethical development of any new 
algorithms, which may also provide useful guidance, particularly for algorithms in development, or subject 
to review. This expands on the concepts of measuring fairness but also touches on some other relevant 
points around algorithmic design, including concepts of proportionality, transparency and accountability. 

3.1 Recommendations following our review 

Recommendation 1 – Ensure a proper governance framework for algorithms as part of NZ Police’s wider 
assurance work on emergent technologies 

We recommend that the governance framework for algorithms that inform operational decisions (and as 
defined in this report) be part of NZ Police’s overall governance framework. While not all algorithms relate 
to emergent technology (and vice versa), it may be wise to combine governance of these overlapping areas. 

While ownership of the algorithms would reside in the relevant groups, a centralised governance 
framework would add additional checks to ensure algorithms are developed and deployed appropriately.  

A robust governance function would include: 

▪ A centralised area to keep a stocktake of all algorithms in use. 

▪ Consolidation of existing approval processes to capture all algorithmic tools, including tools created at 
a district level. This involves considering justification for using an algorithm at all, as well as whether 
the particular algorithm developed meets required standards. 

▪ Approval, monitoring and ongoing review processes. 

▪ Standards around documentation and training for algorithms. 

▪ An initial point of contact for concerns about algorithm use from the wider community as part of 
ensuring accountability of use. 

A strong governance framework is particularly important to support future development of new and 
existing algorithms that use ML methods. Algorithms currently in use are generally relatively simple – for 
the most part they are rules-based approaches with close parallels to human intuition. ML approaches can 
add an additional layer of abstraction to the process, and can increase the difficulty of detecting bias and 
unfairness in the models, as well as increasing the risk of unintended harms (of course, they also have 
many potential benefits, such as greater accuracy and detecting useful insights not apparent to humans). 
Good governance is important in managing the risks of this type of transition. 

Recommendation 2 – Set up a formal evaluation structure for algorithm developers 

Just as new medicines are subject to a phased evaluation process before being approved for use, it makes 
sense for high and moderate-risk algorithms to be subject to a rigorous approval process. Possible steps in 
this process include: 

1. Satisfactory performance in model building on a test data set. 

2. A review by experts of outputs from the algorithm against the current system (if none, then the 
current decision would be human-assessed outcomes) to audit the performance. If the algorithm is 
intended to aid human decision-making, it would be important to also examine the final decisions 
reached, rather than those suggested by the algorithm alone. Based on our definition of an algorithmic 
system, the final human decision-maker forms part of the system. 
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3. Field-testing of the algorithm by running pilots in some areas and comparing outcomes with and 
without the new algorithm. 

A successful algorithm passes all these hurdles prior to full-scale deployment. At all stages, reviewers stay 
alert for problems and unintended harms, and check the algorithm is returning sufficient benefit to justify 
its use. Comparing outcomes against the current system is very important (noting that the current system 
may be human-based decision-making). Consider a more complicated algorithm only if it leads to 
significantly better outcomes than a simpler process. 

The selection of appropriate performance measures is an important part of algorithm evaluation and 
depends very much on the purposes of the algorithm. Some algorithms may be aimed at improving 
efficiencies in which similar outcomes – reached in a shorter period – would reflect good performance. In 
others, accuracy is the key performance indicator. 

Recommendation 3 – Establish a more formal monitoring process for algorithms in use. Also consider 
creating warning flags that would trigger a review, particularly for high-risk algorithms 

It is important algorithms are closely monitored to ensure they are operating as intended, yielding good-
quality outcomes and that the harms generated by the algorithm are proportionate to the realised benefits. 
If an algorithm replaces an existing framework or algorithm, then, where possible, we suggest monitoring 
also consider the performance of the algorithm relative to its predecessor.  

The level of detail in and the frequency of the monitoring process should reflect the level of risk attached 
to the algorithm. Furthermore, closer monitoring is warranted if the population to which the algorithm is 
applied is known or suspected to be changing over time. 

It is also important to consider some red flags in advance that would trigger a review of the algorithm, but 
note that these are unlikely to be exhaustive, so monitoring should be sensitive to emerging results that 
indicate a review is needed, e.g. if the benefits are not proportionate to the harms. If algorithms have been 
through the formal evaluation process outlined above in Recommendation 2, then it is likely large adverse 
impacts would be identified at that stage. Therefore, adverse impacts during monitoring are likely to be 
smaller or more subtle. 

A side-benefit of regular monitoring is that it requires data collection and validation for evaluation of 
outcomes, which in turn may lead to better data sets for use in future algorithmic development. 

Recommendation 4 – As part of the monitoring framework, audit algorithm outcomes to ensure that they 
are fair across different population groups 

As an institution, the police service relies on community trust and co-operation to function for the benefit 
of society. Consequently, it is particularly important to be sensitive to the perception of police actions in 
the community at large. For algorithms, this means that they should be employed in a fair and even-
handed manner across different groups in society. Auditing algorithms for fairness is therefore important.  

Recommendation 5 – Model approval to include a recommendation on when the algorithm is to be 
reviewed and revised if needed 

Since people, circumstances and behaviour change over time, it is important to refit important algorithms 
regularly to ensure they capture how things are at the present time, rather than how they were five or 10 
years ago. 

Recommendation 6 – Continue to provide training to users of algorithms to ensure appropriate use 

Algorithm owners have rightly placed an emphasis on training users in the correct use of the algorithm. 
An incorrectly used algorithm could lead to scarce police resources being misdirected, or to bias in those 
receiving police interventions. Furthermore, the use of algorithms could risk the delegation of decision-
making to the algorithm rather than to the officer on the scene or on the investigation. It is important for 
appropriate discretion, control and oversight to remain in human hands. Due to the importance of this, we 
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have included ensuring ongoing appropriate training as advice here. This may include specific training on 
the use of discretion and expertise in modifying or overriding recommendations from algorithms. 

For some algorithms, training was given to the relevant staff on implementation of the algorithm, and 
since then to new recruits at the Police College. Additionally, it is beneficial to hold refresher sessions to 
ensure continued correct use and understanding.  

Recommendation 7 – Take advantage of the opportunities presented by ML and AI 

While much of this review is focused on identifying and mitigating risk with algorithms, it would be remiss 
to ignore the positive consequences. Algorithms, particularly those built using ML techniques, can reveal 
insights not readily apparent to humans and lead to better results. They can be a tool in reducing bias – 
human-based decisions are usually not free from bias, rather we are more habituated to biased decisions 
from humans than from machines. The potential for increased accuracy from ML and an increased focus 
on bias may lead to algorithms that produce more accurate (at an overall level) and fairer (for different 
groups) outcomes.  

Most of the algorithms discussed in the stocktake were relatively simple, so there is significant potential 
offered by more sophisticated processes. 

Recommendation 8 – Develop algorithms nationally, rather than at a district level 

Algorithms, particularly those based on statistical or ML techniques, benefit from large amounts of data. 
Therefore, developing algorithms at a national level rather than a district level may lead to higher quality 
models. It will also ensure consistency across districts and enable better control of any risks. It will likely 
be more efficient to hold a central data source and monitor algorithms against that. 

3.2 General principles for algorithm design and deployment 

Ethical AI has been discussed in many different ways in many different places, but common 
considerations apply. Broadly, these are: 

▪ What problem are you trying to address? Is it appropriate to use an algorithm for this? 

▪ When designing your algorithm, have you considered privacy, sources of bias, transparency and 
accountability?  

▪ Who owns and is responsible for the algorithm? What governance is in place? 

▪ What monitoring is in place and when will you review and revise the algorithm? 

Most of these have been covered in the previous sections. 

The Charter is one framework that organises many of these ideas. Another potential tool, of which you 
may already be aware, is the Algo-Care framework4, which was developed specifically for the deployment 
of algorithmic assessment tools in the policing context. It covers many of the same points also covered by 
the Charter but is written with policing applications in mind. We present a brief summary of the main 
points of this below. Please refer to the paper for more complete details, containing a range of questions to 
consider for each section and additional explanatory material. 

Algo-Care is a mnemonic consisting of several points to consider, which we list here, indicating a mapping 
to the Charter framework in parentheses after each point.  

▪ Advisory – Does a human officer retain decision-making discretion? (Transparency; Human Oversight) 

 
4 Marion Oswald, Jamie Grace, Sheena Urwin & Geoffrey C. Barnes (2018) Algorithmic risk assessment 
policing models: lessons from the Durham HART model and ‘Experimental’ proportionality, Information 
& Communications Technology Law, 27:2, 223-250, DOI: 10 1080/13600834 2018 1458455 ; see Figure 1, 
P245 and the explanatory notes and additional considerations in Figure 2, P247 
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▪ Lawful – Are all data acquired lawfully and is its use and benefits proportionate to its possible harms? 
(Data; Privacy, Ethics and Human Rights) 

▪ Granularity – Does the algorithm make suggestions as a sufficient level of detail (granularity) for 
different groups? (Data) 

▪ Ownership – Who owns the algorithm and the data it relies on? (People; Human Oversight) 

▪ Challengeable – Are results checked for bias? Can those impacted by decisions challenge them? 
(Transparency; Partnership; People; Data; Privacy, Ethics and Human Rights) 

▪ Accuracy – Does the model perform sufficiently well to justify its use? (Partnership; People; Data; 
Privacy, Ethics and Human Rights) 

▪ Responsible – Is the algorithm fair and used in an ethical manner for the public interest? (Partnership; 
People; Privacy, Ethics and Human Rights) 

▪ Explainable – Can the developer explain why the algorithm generates certain decisions? 
(Transparency; Human Oversight) 

3.3 Measuring fairness 

Assessing fairness of algorithms across different groups or individuals is an important (but by no means 
the only) component of assessing an algorithm conformance to ethical norms and the Charter. It is also an 
area with some technicalities and nuanced definitions, so we present an overview of it here. For more 
details, please consult the guidelines document. 

3.3.1 Overview of fairness measures 

In New Zealand, all persons are equal before the law and are entitled without any discrimination to the 
equal protection of the law. From the perspective of algorithm use, this means people are to be treated 
similarly regardless of characteristics such as gender, age or ethnicity. In practice, when measuring 
fairness, this means we consider a model performance measure for different population groups (e.g. 
gender, age) and check the measure is similar across the different groups. 

There are many possible choices that consider different measures of who gets selected by the algorithm 
and who does not. These fall broadly into three categories. Note it is not possible to satisfy all fairness 
measures at the same time. Therefore, when judging fairness in an algorithm, the first step is to determine 
what fairness means in the context in which the algorithm will be used. Below, we give a common choice 
from each of the three categories to illustrate the different possibilities.  

Selection parity 

Selection parity means the proportion from each group selected by the algorithm for intervention is 
similar between the groups, regardless of whether the need for the intervention is different between the 
groups. 

Equal opportunity 

This measure calculates the proportion of all those selected for intervention from all those in each group 
who need the intervention. It is satisfied when this proportion is similar across groups. 

Precision parity 

Here, the quantity compared between groups is the proportion of those selected for intervention that do, 
in fact, require the intervention. As the name suggests, it considers algorithm accuracy across groups. 
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3.3.2 Measuring fairness in a specific algorithm 

Some key points to consider when reviewing existing algorithms for fairness include the following: 

▪ First, identify what fairness means for your algorithm – What is fair in the context of the specific 
algorithm and the task it is designed for? Which of the class of measures above best captures a fair and 
ethical application of the algorithm? 

▪ Over which groups should you measure fairness? Fairness is usually specified in relation to one or 
more protected characteristics, such as gender, ethnicity and age. 

▪ What exactly does fair treatment by group characteristic mean in the context of the algorithm? 

– Should you select formal equality (all people to be treated the same regardless of protected 
characteristic), or substantive equality (this recognises that there may be underlying inequalities 
in society, so the use of affirmative action is acceptable to reduce the underlying inequalities). 

– An example of formal equality might be that all youths are to be treated equally by the YORST 
algorithm regardless of ethnicity. An example of substantive equality is in the Initial File 
Assessment of the category 4 high-volume crimes, where older or vulnerable people may be 
preferentially treated. 

▪ After selecting the type of measure to focus on (e.g. selection parity, equal opportunity, precision 
parity), also consider whether you want to focus on errors of exclusion or inclusion. 

– For interventions that are assistive in nature, a rule of thumb is to avoid unfairness by excluding 
people from the assistance in a discriminatory manner 

– Conversely, for punitive interventions the concern is including people in a discriminatory manner. 

▪ Regardless of which fairness measure you select, also review the overall algorithm accuracy and 
performance. While sacrificing some accuracy may be necessary to achieve a fairer outcome, it is 
important not to excessively degrade the algorithm performance. 

Once you have identified appropriate measures to use, the algorithm may then be reviewed for fairness.  

It is also useful to supplement this with targeted testing for algorithm performance on known problematic 
groups and anomalous results and to do spot checks to ensure similar individuals are treated similarly. 
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